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Abstract. An optimization algorithm for virtual reality-based (VR) course design problem
of laboratory micro learning resource of MapReduce parallel quantum ant colony algorithm is
presented for NP-hard imagination in course design problem of laboratory micro learning resource.
Firstly, the course design problem of laboratory micro learning resource is modeled for study. An
optimized objective function is recommended for the course design problem of laboratory micro
learning resource. The optimized mathematical model is established. Moreover, the adaptive
form of the multi-objective weight is given. Secondly, the ant colony algorithm is introduced. A
MapReduce parallel quantum improvement algorithm is offered for the problem that the traditional
ant colony algorithm does no good to the improvement of algorithm search efficiency. The quantum
ant colony algorithm is parallelized by using MapReduce key/value programming model. The result
is that the MapReduce-based quantum ant colony algorithm (MQACA) is proposed. Operation of
MQACA on Hadoop cloud computing platform provides good speedup ratio and parallel efficiency.
Lastly, an experiment is conducted to compare and validate the efficiency of the proposed algorithm.
The system design of the algorithm is implemented for the optimization of course design problem
of laboratory micro leaning resource by the algorithm.

Key words. Course design of laboratory micro learning resource, Algorithm evolution, Micro
learning resource, Virtual reality, Ant colony algorithm

.

1. Introduction

The course design of laboratory micro learning resource in colleges and universi-
ties involves a variety of uncertain factors such as a large number of courses, students,
classrooms, classrooms, etc., and this has made it extremely heavy work [1∼2]. In
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particular, given the enrollment expansion for course design of laboratory micro
learning resource in recent years and the importance colleges and universities attach
to teaching quality, how to implement course assignment in a more reasonable and
efficient way remains a focus of them. Particularly, a proposal for the concept that
course resources should be shared among colleges and universities makes the course
design of laboratory micro learning resource increasingly important [3].

The course design problem of laboratory micro learning resource in colleges and
universities is essentially a multi-objective and multi-constraint NP-hard combina-
torial optimization problem [4]. There are There have already been many mature
algorithms for such problem, such as branch and bound [5], grouping optimization
strategy [6], association rule algorithm [7], etc. These algorithms may be effective
in solving NP-hard combinatorial optimization problem; however, there are certain
problems as follows: (1) the algorithm only tries to solve one problem during the
course of solving. It results in the impossibility to establish a common way to the
course design of laboratory micro learning resource; (2) with fewer discrimination
criteria for the quality of course arrangement, algorithm solving attaches excess im-
portance to the optimization over a certain direction and fails to achieve global
optimization; and (3) for the association rule algorithm, it is not universal due to
the fact that there is little access to the association rule in the course of solving.
The solving result is not desirable. The evolution algorithm [8] is an intelligent
bionic computation method emerging in recent years. The objective function and
constraint condition are things only allowed in its optimization course. Neither
gradient nor other supplementary information is required. Additionally, with the
universal application to the fields, the algorithm is a relatively efficient solution to
NP-hard combinatorial optimization problem. The ant colony algorithm was first
proposed by an Italian scholar Dorigo M. in 1991. The algorithm featuring with
better optimizing capacity and higher robustness has been successfully applied to
TSP solving, workpiece sequencing, graph coloring, vehicle scheduling and other
multi-objective combinatorial optimization problems [2-4]. The quantum evolution
algorithm (QEA)[5] was brought to us by KuK-Hyuan Han et al. in 2002. This
is a quantum theory-based evolution algorithm. It is filled with the ideas includ-
ing superposition state, coherence and entanglement in quantum computing. This
enables the quantum algorithm to break through the limit to traditional ones and
provides it with better performance. Such algorithm turns to the focus of research
with its unique computing property and has aroused the interests of domestic and
domestic scholars. A number of research findings have been obtained. QACA al-
gorithm combines quantum computing and ant colony algorithm. It introduces the
stat vector and quantum rotation gate in quantum computing to the ant colony
algorithm. The pheromone is updated by such quantum rotation gate and the opti-
mal solution to accelerate the convergence speed and avoid premature convergence
of the algorithm. QACA algorithm has successfully solved many NP-hard problems
including 0/1 knapsack problem [7], TravelingSalesman Problem (TSP). However,
QACA algorithm solves these problems in the serial circumstance, but have not yet
capitalized on the study of parallelization of quantum ant colony algorithm by cloud
computing.
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For this purpose, this paper utilizes a robust MapReduce parallel quantum im-
provement algorithm to implement the adaptive updating of the region of search by
ant colony algorithm. It is to ensure that the computing complexity of the algorithm
is effectively reduced and the convergence speed is increased while maintaining the
best point in the region of search, in an effort to improve the outcome of the course
design of laboratory micro learning resource.

2. Course design problem model of laboratory micro
learning resource

2.1. Description of course design problem model of labora-
tory micro learning resource

Given that the school where the course design of laboratory micro learning re-
source is implemented has G substitute teacher(s), C class(es) pending the course
design of laboratory micro learning resource, L course(s), T period(s) of time for
course design of laboratory micro learning resource and R classroom(s). The math-
ematical model will be described as follows:

The set form of the class(es) pending the course design of laboratory micro learn-
ing resource is C = {c1, · · · , cC}. The set of the number of student in each class is
K = {k1, · · · , kC}. The set comprising the substitute teachers is G = {g1, · · · gG}.
The number of courses of the teachers is Y = {y1, · · · yG}. The course set is de-
scribed with L = {l1, · · · lL}. The number of classes to which each course is available
is Z = {z1, · · · zL}. The set of classroom(s) where the courses are given is described
with R = {r1, · · · , rR}. The number of students to be supported by each teacher is
X = {x1, · · · , xR}. The set of period(s) of time is T = {t1, · · · , tT }.

By computing the Cartesian product of the time and the classroom, the course
design problem of laboratory micro learning resource is converted to the course and
an appropriate model time-classroom, with the form as follows:

M = T ·R = {(t1, r1) , · · · , (tT , rR)} . (1)

2.2. Optimization problem

The course design system of laboratory micro learning course is essentially a
multi-objective optimization problem with the following optimization objectives:

Objective 1: Major courses are offered at a period of time during which good
teaching results will be obtained. If ai (i = 1, 2, 3, 4, 5) represents 5 teaching periods
provided every day, the instruction results of periods 1, 3 and 5 will be the best
according to practical teaching experience. It is expressed in ai = 1 (i = 1, 3, 5).
Periods 2 and 4 have poorer results, and are expressed in ai = 0 (i = 2, 4). Pa-
rameter βj = 1 (j = 1, 2, 3, 4) is used to represent the importance of course, such as
optional, foundation, specialized and degree courses with different weights assigned,
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the optimization objective will be:

max (f1) =
∑

(aiβj) . (2)

Objective 2: The time and location where a course is given by the teacher is
allowed for. It is assumed that the coefficient of professional title is χi (i = 1, 2, 3, 4)
for assistant, lecture, associate professor and professor. The teacher gives a course
at the given time. His/Her willingness may be expressed in δi = 0, 1, 2 to represent
Not Agreed, Agreed and Willingness, respectively. The optimization objective form
will be:

max (f2) =
∑

(χiδj) . (3)

Objective 3: for courses with more periods in a week (such as n ≥ 4), they should
be provided once every one day as possibly as it could in order to ensure teaching
effects. The definition of βj = 1 (j = 1, 2, 3, 4) is the same with the one in Objective
1. The definitionεi (i = 1, 2, 3, 4) represents the teaching results of the case under
which the courses are provided every i day(s). The optimization objective form is:

max (f3) =
∑

(βiεj) . (4)

Objective 4: for the resource utilization objective, a higher proportion of the
number of students kc taking the course in the classroom to the maximum classroom
capacity means higher utilization. The optimization objective will be:

max (f4) =
∑

(kc/rr) . (5)

For these objective functions, application of multi-objective functions for opti-
mization has problems including too many optimization objectives, uncertainty of
the final optimization scheme and non-optimal scheme. The application of single-
objective function has the problem of varying magnitudes of objective values. Tra-
ditional schemes implement combination with weights. However, weight selection
requires prior knowledge. The magnitude of objectives is subject to real-time change
in the practical optimization course. It is clearly improper to make the weight fixed.
On this account, here presents the adaptive weight form as follows:

f = max

(
4∑

m=1

fm − fmin
m

fmax
m − fmin

m

)
. (6)

Where, fm is current individual fitness of m generation population. fmax
m is the

maximum fitness of the population. fmin
m is the minimum adaptive value of the

population. This method implements the weight self-adaptive method and improves
search accuracy.
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3. MapReduce-based parallel quantum ant colony algorithm

3.1. MapReduce computing model

Enlightened by map and reduce functions in the functional language, Google
presents MapReduce (map-reduce algorithm) abstract model that enables users to
easily develop large-scale distributed applications. In this model, each map function
is independent and utilizes the fault-tolerant mechanism that is re-executed upon
occurrence of fault. It may implement large-scale parallel computing with ease.
Hadoop [10] project of Apache open source community implements the model with
Java language and also provides an open course implementation platform for cloud
computing.

The core of MapReduce computing model is Map and Reduce functions both of
which are written by users. The former computes the key value pair (k/v) input
by the user to generate a series of intermediate key value pair (k1/v1). MapReduce
framework aggregates the key value pair (k/v) whose keyword is k1 to generate the
value set list (v1) of kl key to be transmitted to the user-defined Reduce function.
The latter function further processes and combines the value set of such intermediate
key. It finally forms a relatively small key value pair set list (k2, v2).

The complete course may be expressed as follows:

Map (k, v)→ list(k1, v1) . (7)

Reduce(k1, list (v1))→ list(k2, v2) . (8)

In MapReduce computing model, the computing process of such operation in-
cludes 5 stages:

a) Input stage: data input by users will be split into m data splits automatically
and converted to (k/v) form to be assigned to m Map task(s). Each of Map tasks
are assigned to a machine in the cluster where it is operated. These Map tasks are
executed in parallel on different machines. Each Map task should be indicated with
the input/output path and other operating parameters.

b) Map stage: the output is provided in list(k1, v1) key value pair form after
(k/v) key value pair is processed with user-defined Map operation in Map function.

c) Shuffle stage: data processed by Map tasks will be split before Reduce function
is called. Key value pairs with the same keyword are combined to form (k1, list(v1)).
Each (k1, list(v1)) will be assigned with a Reduce task. Each of the Reduce tasks is
also assigned to a machine in the cluster. In this way, there will be multiple Reduce
tasks being executed in parallel throughout Hadoop cluster.

d) Reduce stage: this stage executes the user-defined Reduce function for each
sole ki key value. The result list(k2, v2) is exported after Reduce function completes
the execution.

e) Output stage: this stage writes Reduce output result in the output directory
file.
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3.2. Quantum ant colony algorithm (QACA)

The below describes QACA algorithm based on 0/1 knapsack problem that is
described that: n item and 1 knapsack are given. Item i weighs wi (i=1, 2, . . . , n)
and values vi. The knapsack has a capacity of c. Some of these n items are selected
to be put into the knapsack provided that the weight of items in the knapsack does
not exceed c and the total value is the maximum. When the ant colony algorithm is
used to solve 0/1 knapsack problem, more pheromone aggregating on a certain item
means higher probability for the item to be selected. In QACA, the pheromone of
the ant aggregating on the item is subject to qubit encoding. The qubit of the item
carried by the ant is updated by using the quantum rotation gate. The updating
of pheromone aggregating on the item turns to the updating of qubit probability
amplitude.

Process of QACA algorithm [7]:
a) The quantum ant colony is initialized: The quantum ant colony is initialized:

A (t) = (∝t1,∝t2, . . . ,∝tn), number of ant: n. The number of quantum bits is the
number of item(s) m. ∝ti (i = 1, 2, . . . , n) is quantum ant i for iteration t in the
population.

To ensure simultaneous occurrence of all states in the same probability in the
initial search of the algorithm, the values of all ∝i, βi(i = 1, 2, 3, . . . ,m) in A(0) will
be 1/

√
2.

b) By setting the values of parameters α, β and ρ, the maximum number of
iteration is NMAX, the number of current iteration is t=0, and the pheromone is
τi (0) = 1.

c) Each ant individually builds up a solution. Ant k(k = 1, 2, . . . , n) randomly
selects an item i to be packed into the knapsack. Items are selected for entry into
the knapsack at the probability pki of the remaining items to be selected calculated
with the probability, till the knapsack can no longer accommodate any items. The
probability of item selection is shown in Formula (4).

oki =


[τi(t)]

α
[ηi(t)]

β∑
S∈J(k) [τs(t)]

α
[ηs(t)]

β
S ∈ J(k)

0 other

(9)

In Formula (4), τi(t) represents the amount of pheromone contained in item i on
iteration t. Heuristic function ηi(t) represents the value of unit mass of item I, say
ηi (t) = vi/wi. α and β represent the amount of pheromone contained in the item
and the weight of unit mass value of the item, respectively. J(k) is the set of items
not selected by ant k. Pheromone updating equation:

τi (t+ 1) = (1− ρ) τi (t) + ∆τi(k) . (10)

∆τi (k) = Q
∣∣βti ∣∣2 . (11)

∆τi(k) represents the amount of pheromone left on item i by ant k. Q is a
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constant. ρ is the volatility of pheromone (0 ≤ ρ ≤ 1).
d) If n ant(s) build(s) their own solutions, go to Step e); otherwise, go to Step

c).
e) The optimal solution built by m ant(s) in this iteration is recorded.
f) A(t) is updated by using the quantum rotation gate rule [11].
g) If the end condition is met, say t > NMAX, the optimal solution will be

exported; if t = t+1, go to Step c).

3.3. MapReduce-based quantum ant colony algorithm
(MQACA)

For 0/1 knapsack problem, the time complexity of QACA is O(NMAX ·m · n).
The computing work is primarily done in Step 3 – independent solving process of
the ant. MQACA algorithm completes the process of evolution of each generation of
the population with MapReduce: Map completes the independent solving process of
the ant. The index number of the ant family serves as the key. The optimal solution
and quantum information of the ant is taken as the value. This part may be done
in parallel. Reduce expresses the process of obtaining a comparatively solution and
updating quantum ant information. The output information is converted to the
format of Map input as the input of the next-generation Map function for the next
generation cycle. The steps of MQACA algorithm are:

a) The population is initialized to generate key value pair (k, v) to be stored in
hadoop file system as a file. k represents the index of the ant family. v represents
the solution and quantum information of the ant.

b) Map function receives (k, v). The fitness value of each quantum ant is com-
puted to generate the intermediate result list(k1, v1). k1 represents the index of the
ant family. v1 represents the solution obtained by one ant in the family.

c) Reduce function receives the key value pair list(k1, v1) generated by Map
function. The quantum rotation gate rule is used to update quantum ant and global
pheromone so as to determine whether the maximum number of evolution generation
is achieved. If yes, the optimal value will be exported. If not, the optimal value will
be stored while list(k2, v2) will be exported. k2 represents the index of the ant
family. v2 represents the solution and quantum information of the ant.

list(k2, v2) is stored hadoop file system for the next cycle.
Map stage: Map function mainly functions in that members of the ant family

individually generate a solution, and the solution of each ant in the family is exported
to generate list(k1, v1) intermediate result. Map function is shown in Function 1.
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Function 1 MQACA’s Map Function

Function Map(k, v)

{

int n; //size of ant population in this map

int m;//total number of items

inti=0;

int j=0;

Compute the probability of items to be selected with Formula (4);

while(i<n)

{

Randomly select an item to be put in the knapsack;

while(j<m-1)

{

if(total weight of items selected by the ant < knapsack capacity)

{

Continue to select items not in the knapsack with the probability;

Compute total weight of items selected by the ant;

}

else

break;

j++;

}

i++;

Update solution L of ant i;

k1=k;

v1=L;

Emit(k1, v1);

}

}

Reduce stage: Reduce function receives the key value pair exported by Map
function. The main function of Reduce function is to decompose the solution and
value of members of the ant family. This is to obtain the optimal solution and value.
The quantum rotation gate rule is then used to update the quantum information
of members in the ant family. Pheromone files are updated with Formula (5) to
determine whether the end condition is met. If yes, the optimal solution and value
will be exported. If not, the key value pair list(k2, v2) will be stored in hadoop
file system. k2 represents the index of the ant family. v2 represents the updated
solution and quantum ant information. Reduce function is shown in Function 2.
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Function 2 MQACA’s Reduce Function

Function Reduce (k1, list(v1))

{

int n;//number of ant(s) in ant family k1

for(inti=0;i<n;i++)

{

Update quantum ant information A with quantum rotation gate rule;

Update pheromone with Formula (5);

k2=k1;

v2=v1+A;

Emit(k2, v2);

}

Write the updated pheromone in pheromone file;

if(t<NMAX)

{

Store list(k2, v2) in hadoop file system

}

else

Export optimal value and solution;

}

4. Experimental analysis

4.1. Performance test of optimization algorithm

The algorithms will be first put simulation comparison for their performance in
standard test functions. The standard test functions used as follows:

Griewank:

f2 =
1

4000

n∑
i=1

x2i −
n∏
i=1

cos

(
xi√
i

)
+ 1 .

Rosenbrock:

f3 =

n∑
i=1

(
100

(
xi+1 − x2i

)2
+ (xi − 1)

2
)
.

For the comparing algorithms, ACO, LSAC-ACO and PSO algorithms are se-
lected. The stimulation comparison results between LSAS-AC algorithm and the
comparing algorithm in convergence speed and accuracy (are shown in Fig. 1).
Hardware equipment includes: CPU i3-2440, RAM 8G ddr3 1600. Stimulation soft-
ware includes: matlab2012a. To ensure fairness of the results, the algorithms are
operated for 20 times for the mean value. The number of iteration selected for end-
ing the algorithm is Tmax = 250. Other parameter setting of water drop algorithm
may be referred to in Literature [2].
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(a) Griewanl convergence curve 

 

(b) Rosenbrock convergence curve 
  

Fig. 1. Convergence comparison

Fig. 1(a) and (b) give the convergence comparison curves of three comparing
algorithms on the standard test function, respectively. It can be seen that PSO is
slightly superior to LSAS-ACO in the early stage of the algorithm; however, LSAC-
ACO has higher convergence speed than ACO and PSO in the whole. PSO has
better convergence speed than LSAS-ACO. For convergence accuracy, LSAS-ACO
does better than another two comparing algorithms.

4.2. Course design of laboratory micro learning resource

The course design level of laboratory micro learning resource may be evaluated
with five levels below: exceptionally high [I], very high [II], fairly high [III], poor [IV]
and worse [V]. The test data on the course design level of laboratory micro learning
resource is the survey data for research assessment exercise of 20 domestic course
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designs of laboratory micro learning resource randomly selected by the College of
Management Science in 2013, as shown in Table 1 [14].

Table 1. Survey Data of course design level of laboratory micro learning resource

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 Level
86 92 91 96 96 94 97 96 96 94 94 I
97 87 92 88 92 96 96 94 92 93 93 I
85 72 81 66 80 82 87 77 82 81 74 II
74 94 87 82 84 85 74 76 89 88 87 II
93 95 96 87 89 98 87 93 93 93 87 I
67 63 64 68 72 60 64 65 75 72 67 III
62 61 73 64 64 67 68 56 63 60 61 III
52 48 38 57 46 35 57 61 52 54 47 IV
45 56 45 45 58 53 44 57 55 61 44 IV
93 92 97 95 97 92 93 95 86 91 95 I
32 34 36 25 28 45 42 21 30 25 22 V
74 81 75 82 87 73 82 64 94 83 82 II
37 52 54 47 43 56 51 44 49 47 53 IV
15 33 21 36 44 34 32 37 34 25 39 V
25 44 32 12 37 28 37 26 22 17 31 V
66 67 64 71 67 57 63 60 64 66 65 III
57 64 63 63 65 68 73 66 70 68 64 III
77 75 72 79 71 87 75 92 63 72 83 II
36 17 28 27 23 23 23 30 38 37 27 V
91 93 87 93 96 92 91 87 93 86 98 I

ACO, algorithm in this paper and in Literature [5] are selected as the comparing
algorithms. 1-15 groups of data are selected from the experiment data in Table 1 the
training of comparing network algorithms selected above. The test data is selected
in two cases: (1) the test data is selected from the 15 groups of training data selected
above. For example, data [3, 5, 8, 9, 11] is selected for the test; or (2) data outside
the 15 groups of training data is selected for the network test. For example, the last
5 groups of data in the comparison experiment in this paper serve as the test data.

The training convergence processes of these two cases are shown in Fig. 2a – 2b.
The evaluation results are shown in Fig. 9 and Table 4.

According to the training convergence comparison for the evaluation of course
design of laboratory micro learning resource in Fig. 2, the method presented in this
paper outweighs the comparing algorithms in both convergence speed and accuracy
indexes compared to ACO and Literature [5]. It can be also seen that the conver-
gence speed in scenario 1 of test data selection is faster than the one in scenario 2.
Scenario 1 has 25 convergence generations, and the final convergence objective value
is 0. For Scenario 2, it has 31 convergence generations, and the final convergence
objective value is 0. In the comparing algorithms, the neural network optimized
by ACO parameter does better than Literature [5] algorithm and ACO in terms of
convergence performance. ACO algorithm has the poorest convergence performance.
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(a) Griewanl convergence curve 

 

(b) Rosenbrock convergence curve 
  

Fig. 2. Model convergence course evaluation

5. Conclusion

This paper offers an optimization algorithm for virtual reality-based (VR) course
design problem of laboratory micro learning resource of MapReduce parallel quan-
tum ant colony algorithm. The course design problem of laboratory micro learn-
ing resource is modeled. The ant colony algorithm is introduced to optimize the
model. In addition, the algorithm is improved for enhanced ant colony algorithm
performance. The experimental results validate the effectiveness of the proposed
algorithm. The system design of the algorithm is implemented for the optimiza-
tion of course design problem of laboratory micro leaning resource by the algorithm.
In this paper, QACA is parallelized by using MapReduce in Hadoop cloud envi-
ronment. The proposed MapReduce-based QACA algorithm can be applied to the
optimization design such as 0/1 knapsack problem, which provides it with a wide
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range of promising applications. The next step is to focus on studying the parameter
optimization problem of the proposed algorithm.
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